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The cafeteria is an establishment offering a wide range of food items, from mints and

chewing gum to elaborately prepared meals like sandwiches and hot dogs. One of

the most common issues in cafés is the lack of variety in customer purchases;

typically, customers tend to opt for specific products when making a purchase.

Consequently, other products are underutilized, leading to waste and business

losses. By leveraging high-demand products to create combos with those that have

lower demand, it's possible to boost sales of the less popular items.

To achieve this objective, I focused on using an association rules algorithm, which

identifies relationships within a set of transactions—items that tend to occur together.

The algorithm of choice was the Apriori algorithm, which involves identifying all items

that occur with a frequency above a certain threshold and then converting these into

association rules.

The dataset containing transactional purchases made at the kiosk is in arff format,

ASCII text files describing a list of instances with common attributes. This dataset

comprises 148 rows representing transaction quantities and 99 columns indicating

various variables. The 'summary' function provides an overview of the dataset,

including frequently recurring attributes in transactions, such as 'student,' 'male,'

'female,' '50 or less,' and '51 to 100.' The last two refer to the amount in Dominican

pesos spent on these transactions.
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When inspecting individual transactions using the 'inspect' function, I noticed that the

Tid is counted as an attribute. Consequently, this function allows me to identify

values that may affect the quality of my model.

Plotting the data using the 'ItemFrecuencyPlot' function visually confirms theoretical

expectations. Transaction IDs' attributes are displayed as frequent items, which do

not assist in achieving my objective.
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To improve the model, I had to transform the data and eliminate attributes that

hindered the construction of a good model. After modifying the dataset, we obtained

an interesting dataset suitable for our purpose.

To develop the model, I applied the Apriori algorithm, specifying certain parameters

as references for rule selection. These parameters include support, confidence,

minLen, and maxLen. The support of item X is the number of transactions containing

X divided by the total number of transactions. For our case, we are interested in

items with a minimum sale of at least 4. Therefore, we applied the formula support =

15/148 = 0.1. Confidence is interpreted as the probability of a transaction containing

items X also containing items Y. We are interested in a minimum confidence of 0.8 or

80%. Finally, minLen and maxLen indicate the minimum and maximum number of

items contained in an association rule. For our case, the minimum is 2 items and the

maximum is 4.

After executing the Apriori function, we obtained a total of 65 association rules. To

view the graph and rules interactively, I used the 'plot' function with the 'interactive'

parameter.
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Clicking twice in an area and selecting options from below displays the rules

included in that area. This shaded area represents the selected rules. This graph

allows observation of each rule's behavior, as well as the relationship between

confidence, lift, and support. An interesting observation is the presence of rules with

a very high lift, indicating that although the rule is a pattern in transactions, the items

have low support. Therefore, items did not see many purchases relative to the total

transactions.

To further refine the model, it would be advisable to exclude the variable that repeats

in all transactions, 'student.' After transformation, the new dataset without the

'student' variable was obtained.
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Applying the Apriori algorithm again with the same parameters as before yielded only

2 rules, as opposed to the 65 rules previously generated.
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Upon inspection, I realized that the two rules generated by the algorithm were not

relevant to our objective, as they did not involve the products. Therefore, to address

this, I lowered the support parameter of the algorithm.

With the modified support parameter to 0.025, we obtained 74 rules. Graphing the

model interactively, we can observe the different selected rules.

Graficando el modelo de manera interactiva podemos observar las diferentes reglas

seleccionadas de manera interactiva:
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Here we can observe a better balance among the items involved, as there are fewer

rules with a lift value of 1, indicating randomness, and more rules with a lift greater

than 1, suggesting a departure from randomness.

The lift value serves as evidence that the rule represents a real pattern rather than a

random artifact. Sometimes, we may want to examine rules involving a specific item

to identify which products prompt the purchase of another product X. In the Apriori

function, there's a parameter called "appearance" that allows us to specify which

items we want to appear on the left-hand side (LHS) or right-hand side (RHS) of the

rule.

For our case, it would be interesting to observe which products are most frequently

purchased when water is bought. Therefore, we execute the function with the

appropriate parameters to achieve this.

And thus, we can observe 4 rules that are fulfilled with a confidence level of over

65%.

We can continue examining other rules, such as those items purchased when the

total expenditure is between 51 and 100 pesos.
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Although the support is low, the confidence is high, and the lift is greater than 1,

indicating strong rules.

Additionally, we can visualize a 3D graph of the rules, where the antecedent and

consequent have a lift greater than 1, indicating patterns.
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Another interesting graphic we can create is a graph using vertices and edges to

represent the rules. Vertices are labeled with element names, and rules are

represented as a second set of vertices. Elements are connected to rule sets via

directed arrows. However, when there are many rules, this graph can become

cluttered, so we'll obtain the top 10 rules with the highest confidence and plot this

result as a graphic using the "plot" function, changing the parameter "method" to

graph.

For instance, Rule 3 indicates that if a natural guava strawberry juice is purchased,

the expenditure is between 51 and 100 pesos. To further explore this rule, we can

use an interactive graph and click on the rule for more details. This rule has a

confidence of 100%, indicating that it follows a pattern 100% of the time.
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Another type of graph that provides more information about individual items is the

parallel coordinates graph, which displays antecedents and consequents. For

example, the arrow indicates that if an ice tea and an empanada are purchased, the

expenditure is between 51 and 100 pesos. All of this information is presented

graphically, making it easy to understand.
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In conclusion, with this model, business owners can evaluate which products or

variables can be combined into combos to increase the sales of those products with

less significant sales, leveraging those products that do have significant sales when

purchased together. Additionally, this approach addresses one of the most common

issues in café-type businesses, where there is a wide variety of offerings.
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